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46 M. Grassl and Th. Beth, Classical and Quantum Error{Correcting Codesdisturbance, e. g., by single photons. And it was believed that there is no way tocircumvent this problem by methods of error correction since arbitrary quantumstates cannot be replicated (see [26]). It was again Shor who showed that evenin the quantum case error correction is possible (see [23]).His work initiated a lot of research establishing a theory of quantum error cor-rection. Independently, Steane [24,25] and Calderbank and Shor [6] cameup with methods to construct quantum error{correcting codes from classical lin-ear binary codes. Then, Gottesman [13] and Calderbank et al. [5] presenteddi�erent approaches to generalize the construction of quantum error{correctingcodes, but yielding the very same codes. The general conditions for quantumerror{correcting codes have been studied by Ekert and Macchiavello [11],being extended by Knill and Laflamme [18].The paper is organized as follows: In section 2, we give a short introductionto both the �eld of quantum computation and the theory of classical error{correcting codes. Then we describe the basic ideas of quantum error correction.The main results about the relations between classical and binary codes are pre-sented in section 4. We conclude with briey mentioning other relations betweenclassical and quantum codes.2 Background2.1 Quantum RegistersClassically, information is often represented by bits. A single bit takes either thevalue 0 or 1. In physical systems, 0 and 1 are represented by two di�erent statesof the system. These could be two di�erent voltages, signals with two di�erentfrequencies, but also states on the quantum mechanical level, e. g., ground stateand excited state of an electron of an atom or ion, the spin of a nucleus, or thepolarization of photons. In Dirac notation, the two states are written as\0" =̂ j0i = �10� 2 C 2 and \1" =̂ j1i = �01� 2 C 2 :In quantum mechanics, the principle of superposition allows a system to besimultaneously in di�erent states. Mathematically, the state of the basic unitof quantum information, a quantum bit (or short qubit), is represented by thenormalized linear combinationjqi = � j0i+ � j1i where �; � 2 C , j�j2+ j�j2 = 1.The normalization condition stems from the fact that when extracting classicalinformation from the quantum system by a measurement, the values 0 and 1occur with probability j�j2 and j�j2, resp.



W. Kluge (Ed.), Proc. Workshop Physics & Computer Science, March 1999 47Similar to classical registers, a quantum register is built by combining sev-eral qubits. Mathematically, this corresponds to the tensor product of two{dimensional vector spaces. Hence the state of a quantum register of length ncould be any normalized complex linear combination of the 2n mutually orthog-onal basis statesjb1i 
 : : :
 jbni =: jb1 : : : bni = jbi where bi 2 f0; 1g.2.2 Quantum GatesThe laws of quantum mechanics say that any transformation on quantum sys-tems is linear. Furthermore, in order to preserve the normalization any operationhas to be unitary. Let us �rst consider operations involving only one qubit, i. e.,one subsystem. Similar to the classical NOT gate, there is a quantum operationexchanging the states j0i and j1i given by the matrixNOT := � 0 11 0 � :But on a single qubit, there is not only this \classical" operation. Examples fornon{classical operations on single qubits are given byH := 1p2 �1 11 �1� and � := 12 � i � 1 i � 1i + 1 �(i + 1)� : (1)Besides single qubit operations, the so{called controlled NOT gate (CNOT )plays an important rôle since any unitary operation on a 2n dimensional spacecan be implemented using only single qubit operations and CNOT gates (see[1]). As a classical gate, the CNOT gate corresponds to a gate with two inputsand two outputs. One of the inputs is copied to the �rst output, the secondoutput is the XOR of the inputs. The transformation matrix of the CNOT gateis given by: CNOT := 0BB@ 1 0 0 00 1 0 00 0 0 10 0 1 0 1CCA jbijai i� ja� bijai (2)On the right hand side, the notation for the CNOT gate as a quantum circuitis given. Each of the horizontal lines (wires) corresponds to a qubit of the wholequantum register. The dot on the upper wire indicates that the transformationon the lower qubit (the target)|a NOT gate|is only applied when the stateof the upper qubit (the control) is j1i.In Fig. 1 a simple quantum circuit is shown. Starting from the state j000i,a Hadamard transformation H (see equation (1)) is applied to the �rst qubitresulting in the state 1=p2 j000i+1=p2 j100i. Next, a CNOT gate with control



48 M. Grassl and Th. Beth, Classical and Quantum Error{Correcting Codesj0ij0ij0i H i� i�Fig. 1. A quantum circuit to prepare a GHZ state (see [17])1 and target 2 is applied yielding 1=p2 j0i j0� 0i j0i + 1=p2 j1i j0� 1i j0i =1=p2 j000i + 1=p2 j110i. The state obtained after the �nal CNOT gate withcontrol 2 and target 3 is 1=p2 j000i+ 1=p2 j111i.In matrix notation, the transformation is given by(I2 
CNOT ) � (CNOT 
 I2) � (H 
 I4)= 0BBBBBBBBB@ 1 : : : : : : :: 1 : : : : : :: : : 1 : : : :: : 1 : : : : :: : : : 1 : : :: : : : : 1 : :: : : : : : : 1: : : : : : 1 : 1CCCCCCCCCA�0BBBBBBBBB@ 1 : : : : : : :: 1 : : : : : :: : 1 : : : : :: : : 1 : : : :: : : : : : 1 :: : : : : : : 1: : : : 1 : : :: : : : : 1 : : 1CCCCCCCCCA� 1p20BBBBBBBBB@ 1 : : : 1 : : :: 1 : : : 1 : :: : 1 : : : 1 :: : : 1 : : : 11 : : :�1 : : :: 1 : : :�1 : :: : 1 : : :�1 :: : : 1 : : :�1 1CCCCCCCCCAwhere In denotes an n� n identity matrix, and zeros are replaced by dots.2.3 Classical Error{Correcting CodesIn this section we recall some basic de�nitions and results for classical error{correcting codes (for a more comprehensive treatment see, e. g., [19]).A linear block code C = [n; k]q of length n is a k{dimensional subspace of then{dimensional vector space Fnq over the �nite �eld Fq with q elements (for q = 2,the notation C = [n; k] is used). Fixing a basis fg1; : : : ; gkg of C, an informationvector i = (i1; : : : ; ik) 2 Fkq is mapped to the code word c wherec = kXj=1 ijgj = iG: (3)The n� k matrix formed by the row vectors gj is called the generator matrix Gof the code.The dual code C? of C is the set of vectors that are orthogonal to all vectors ofthe code with respect to the inner product x � y =Pj xjyj , i. e.,C? := fx 2 Fnq j 8c 2 C:x � c = 0g:



W. Kluge (Ed.), Proc. Workshop Physics & Computer Science, March 1999 49The dual code is again a linear vector space of dimension n � k, i. e., C? =[n; n� k]q with a generator matrix H. By de�nition, GHt = 0 and thus8c 2 C: cHt = 0: (4)The matrix H can be used to check whether a given vector lies in the code Cand is called parity check matrix of C. But H can also be used in the processof error correction. Assume that a code word c was sent through a channel thatadded an error e, i. e., the received vector is r = c + e. Now H can be used tocompute the error syndromes = rHt = cHt + eHt = eHt (5)which depends only on the error e, i. e., the syndrome is constant on the cosetC+e. The di�cult task is then to deduce the most likely error from the syndrome(which is known to be NP{hard for certain channels [2]).Nevertheless, there are some results about the error{correcting capabilities oflinear codes. The minimum (Hamming) distance of a code C is de�ned bydmin(C) := minc;c02Cc 6=c0 dH(c; c0) where dH (c; c0) := jfj: cj 6= c0jgj.For linear codes, the minimum distance equals the minimum weight sincedH (c; c0) = dH (c � c0;0) =: wgtH (c� c0):It is easy to show that a code with minimum distance d can detect any error eof weight wgtH(e) � d� 1 and correct any error of weight wgtH (e) � (d� 1)=2.When the minimum distance of a code is known it is added to the notation asC = [n; k; dmin]q.3 Quantum Error{Correcting Codes3.1 The Error ModelThe error free transmission (or storage) of a single qubit j'i = � j0i + � j1iwithout any interaction with the environment in the state j�i is depicted by:� j0i+ � j1i � j0i+ � j1ij�i j�i-- environmentsystem --The system and the environment remain uncorrelated which is reected by thefact that the output state is still a tensor product. But if there is some interactionbetween the system and the environment (e. g., by photon absorption/emission),the situation changes:



50 M. Grassl and Th. Beth, Classical and Quantum Error{Correcting Codes� j0i+ � j1ij�i �� j0i j�0i+ � j1i j�1i--- -�iNow the output states of the system and the environment might be entangled.This entanglement destroys interference as shown by the following calculation:after error free transmission:(H 
 I2)� 1p2(j0i+ j1i) j�i� = 12(j0i+ j1i) j�i+ 12 (j0i � j1i) j�i= j0i j�iafter interaction:(H 
 I2)� 1p2 (j0i j�0i+ j1i j�1i)� = 12(j0i+ j1i) j�0i + 12 (j0i � j1i) j�1i= 12 j0i (j�0i+ j�1i) + 12 j1i (j�0i � j�1i)| {z }error termSimilar to the classical case, for quantum registers the assumption is made thaterrors are restricted to a small number of qubits. In general, an error is modelledby linear, not necessarily unitary transformations. It has been shown (cf. [18])that it is nevertheless su�cient to be able to correct so{called bit{ip errors,phase{ip errors, and their combination. A bit{ip error resembles the classicalinversion of bit, whereas the phase{ip error has no classical equivalent. Here therelative phase between the state j0i and j1i is changed by �, i. e., the coe�cientof the state j1i is multiplied by �1.These elementary errors are modelled by the identity and the Pauli matrices�x := � 0 11 0 � ; �y := � 0 �ii 0 � ; and �z := � 1 00 �1 � (i2 = �1).The bit{ip error and the phase{ip error correspond to �x and �z, resp. Anerror on a quantum register of length n is represented by the tensor product ofsingle qubit errors. Similar to the classical case, the weight of an error is de�nedto be the number of tensor factors di�erent from identity.3.2 Basic PrincipleAs discussed in section 2.3, for classical linear block codes the correctable errorsand the error syndromes are in one{to{one correspondence. The set of all vectorsof length n is partitioned into cosets of the code C = [n; k]q, i. e.,Fnq = C :[ (C + e1) :[ : : : :[ �C + eqn�k�1� : (6)This idea is adapted for quantum error{correcting codes. The code itself is asubspace of the whole space. Errors act now by multiplication with a unitary



W. Kluge (Ed.), Proc. Workshop Physics & Computer Science, March 1999 51matrix (cf. section 3.1). The set partitioning of equation (6) translates into anorthogonal decomposition of the whole vector space, i. e.,C 2n = C 2 
 : : :
 C 2 = C � (U1 C)� : : :� (U2n�k�1 C) : (7)Instead of the computation of the syndrome, a partial (non{demolition) mea-surement is used to project onto one of this error spaces. In a �nal step, theerror is corrected applying the inverse transformation U�1i (see Fig. 2).2n{dimensional 8>>>>>><>>>>>>: CE1EiE2n-k�1 -\syndrome"measurement Ei @@@@RU�1i CFig. 2. Orthogonal decomposition of the 2n{dimensional space into the 2k{dimensionalcode space C and the error spaces Ei = Ui CUnfortunately, the situation is a little bit more complicated than describedabove. It is not su�cient to construct an orthogonal decomposition into thecode space and the error spaces. The information to be protected is representedby a linear combination of the basis states of the code space. Additionally, ithas to be ensured that for all errors to be corrected the angles between the basisstates of the code space are preserved.In the following section we will show how classical linear block codes can beused to construct quantum error{correcting codes and how quantum circuitsfor encoding and syndrome computation/measurement can be derived from thegenerator matrix of the classical codes.4 Binary Codes and Quantum Codes4.1 ConstructionThe partitioning of the set of binary vectors into cosets of a linear binary blockcode C = [n; k] (see equation (6)) can be directly translated into an orthogonaldecomposition of C 2n (see equation (7)) as shown in the following example. Thecosets of the code C = f000; 111g are given by:C C + 001 C + 010 C + 100000 001 010 100111 110 101 011



52 M. Grassl and Th. Beth, Classical and Quantum Error{Correcting CodesThe orthogonal decomposition is obtained by replacing the binary vectors bythe corresponding quantum states and the addition of the error vectors by mul-tiplication with a tensor product of �x and id:C (id
 id
 �x)C (id
 �x 
 id)C (�x 
 id
 id)Cbasis j000ij111i j001ij110i j010ij101i j100ij011iThis yields a two{dimensional code which is able to correct one bit{ip error�x at any position. But the code cannot cope with arbitrary single qubit errorssince it cannot correct phase{ip errors.Using the Hadamard transformation H, phase{ip errors can be changed intobit{ip errors and vice versa sinceH�xH�1 = �z and H�zH�1 = �x:Furthermore, the Hadamard transformation H
n relates a linear binary codeC = [n; k] and its dual C? in the following manner: Let �C be the characteristicfunction of the code, i. e., �C(c) = 1 if c 2 C and �C(c) = 0 else. Then thecharacteristic function �C? of the dual code is proportional to the Hadamardtransformation b�C of �C , i. e.,jCj � �C?(u) = b�C(u) := Xv2Fn2 (�1)u�v�C(v):These are the main results used in the proof of the following theorem.Theorem 1. Let C1 = [n; k1; d1] and C2 = [n; k2; d2] be linear binary blockcodes with C?2 � C1. Furthermore, let W = fw1; : : : ;wKg be a set of cosetrepresentatives of C1=C?2 .Then the K = 2k1�(n�k2) mutually orthogonal statesjii = 1pjC?2 j Xc2C?2 jc +wii (8)span a quantum error correcting code C = [[n; k]] of length n and dimension 2kwhere k = k1 � (n � k2). (The notation is similar to that for classical linearblock codes.) The code is able to correct up to (d1 � 1)=2 bit{ip errors and upto (d2 � 1)=2 phase{ip errors.Proof. (Sketch)A general state in the code space can be written asj i =Xi �i jii =Xi �0i Xc2C?2 jc+wii = Xc2C1 �c jci : (9)



W. Kluge (Ed.), Proc. Workshop Physics & Computer Science, March 1999 53Since this is a superposition of states corresponding to the (classical) linear codeC1, up to (d1 � 1)=2 bit{ips can be corrected.Hadamard transforming the state jii (see equation (8)) results inH
n jii = 1pjC2j Xc2C2(�1)c�wi jci :Hence the Hadamard transform of j i (see equations (9)) can be written asH
n j i = Xc2C2 c jci : (10)As this is a superposition of states corresponding to C2, up to (d2�1)=2 bit{iperrors with respect to the Hadamard transformed basis can be corrected, i. e.,up to (d2 � 1)=2 phase{ip errors in the original basis can be corrected.Corollary 1. Theorem 1 applies particularly to weakly self dual codes C, i. e.,C � C? (setting C1 = C2 = C?).Next we will show how a quantum circuit for the encoding process can be con-structed.4.2 EncodingAs an example, we consider the linear binary Hamming code C = [7; 4; 3] that isthe linear row{span of the matrix G1. The dual code C? = [7; 3; 4] is generatedby G2, whereG1 = 0BB@1 0 0 0 1 1 00 1 0 0 0 1 10 0 1 0 1 1 10 0 0 1 1 0 11CCA and G2 = 0@1 0 0 1 0 1 10 1 0 1 1 1 00 0 1 0 1 1 11A :Since the Hamming code contains its dual, we can construct a quantum error{correcting code using Theorem 1 with C1 = C2 = C. The last three rows of thematrix G = 0BB@0 0 0 1 1 0 10 0 1 0 1 1 10 1 0 1 1 1 01 0 0 1 0 1 11CCA = 0BB@g4g3g2g11CCA (11)generate C?, and w0 = (0; 0; 0; 0; 0; 0; 0) and w1 = g4 are representatives of thecosets C=C?. The states of the quantum code (cf. equation (8)) can be written



54 M. Grassl and Th. Beth, Classical and Quantum Error{Correcting Codesas j0i = 1p8 Xi1;i2;i32f0;1g j0g4 + i3g3 + i2g2 + i1g1iand j1i = 1p8 Xi1;i2;i32f0;1g j1g4 + i3g3 + i2g2 + i1g1i : (12)(Note the similarity to the classical encoding in equation (3).)Based on the fact that the matrix G in equation (11) is in lower triangular form,a quantum circuit for the encoding j'i = � j0i+ � j1i 7! � j0i+ � j1i = j i canbe deduced directly from G (see Fig. 3).j0ij0ij0ij'ij0ij0ij0i HHH �ff �fff �fff �fff jc7ijc6ijc5ijc4ijc3ijc2ijc1i G t = 0BBBBBBBBBBBB@ 0 0 0 10 0 1 00 1 0 01 0 1 11 1 1 00 1 1 11 1 0 1 1CCCCCCCCCCCCAFig. 3. Encoding \binary" quantum codesThe upper three lines correspond to i1, i2, and i3 in (12). The Hadamard gates Hproduce a superposition of j0i and j1i corresponding to the summation indices.The next four rows of CNOT gates correspond to the summands ij gj in (12).Whenever the control qubit corresponding to ij is one, the qubits correspondingto positions of gj being one are inverted.4.3 Syndrome ComputationThe next task in the process of error correction is to perform the \syndrome"measurement (cf. section 3.2). As shown in the proof of Theorem 1, bit{ip errorsand phase{ip errors can be treated separately. A bit{ip error on n qubits canbe written as Ebit(e) = �xe1 
 �xe2 
 : : :
 �xen ;where e = (e1; e2; : : : ; en) 2 Fn2 . This error operator changes a general state ofthe code (9) to Ebit(e) Xc2C1 �c jci! = Xc2C1 �c jc+ ei :



W. Kluge (Ed.), Proc. Workshop Physics & Computer Science, March 1999 55Now we compute the error syndrome of the vector c+e with respect to a paritycheck matrixH1 of the code C1 using auxiliary qubits as syndrome register. Thisresults in the stateXc2C1 �c�jc+ ei 
 j(c + e)Ht1i� =  Xc2C1 �c jc + ei!
 jeHt1i : (13)As the error syndrome s = eHt1 is independent of c, the state (13) is a tensorproduct and measuring the syndrome register does not disturb the state of thecode register. The measurement reveals the classical syndrome s from which itis possible to derive the (classical) error vector e. This allows to correct the(quantum mechanical) bit{ip errors.The treatment of the phase{ip errors is very similar to that of the bit{ip errorsdue to their duality using Hadamard transformation. A phase{ip error of theform Ephase(e) = �ze1 
 �ze2 
 : : :
 �zenacts on the state (9) asEphase(e) Xc2C1 �c jci! = Xc2C1 �c(�1)e�c jci :After Hadamard transformation the state is of the form (cf. equation (10))Xc2C2 c jc + eisince the phase{errors are changed into bit{ip errors. Using the same techniqueas described above, the syndrome with respect to a parity check matrixH2 of thecode C2 can be measured. After another Hadamard transformation we return tothe original basis.Again, we use the example of the Hamming code C = [7; 4; 3] to illustrate thepreceding. As C1 = C2 = C in the construction of the quantum code using The-orem 1, the syndromes for both the bit{ip errors and the phase{ip errors arecomputed using a parity check matrix for C. For this, we can use the generatormatrix Gt2 = Ht = 0BBBBBBBB@ 1 0 00 1 00 0 11 1 00 1 11 1 11 0 1 1CCCCCCCCAof the dual C? of the Hamming code. The quantum circuit for the computationof the whole \quantum syndrome" is shown in Fig. 4.



56 M. Grassl and Th. Beth, Classical and Quantum Error{Correcting Codesjc7ijc6ijc5ijc4ijc3ijc2ijc1ij0ij0ij0ij0ij0ij0i
�d�d�d�d �d�d�d�d �d�d�d�d HHHHHHH �d�d�d�d �d�d�d�d �d�d�d�d HHHHHHH jc7ijc6ijc5ijc4ijc3ijc2ijc1ijs1ijs2i 9>=>; bit{ipsjs3ijs4ijs5i 9>=>; phase{ipsjs6iFig. 4. Syndrome computation for \binary" quantum codesThe �rst group of four CNOT gates corresponds to the computation of the innerproduct of the vector c = (c1; c2; : : : ; c7) with the �rst column of the parity checkmatrix Ht. (Recall from equation (2) that a CNOT gate maps the state jai jbito jai ja� bi.) The next two groups of CNOT gates serve to compute the innerproducts of c with the second and third column of Ht. After the Hadamardtransform, the syndrome corresponding to phase{ip errors is computed in thesame manner.5 More Relations between Classical and Quantum CodesQuantum error{correcting codes can not only be constructed from classical linearbinary codes, but also from quaternary codes (cf. [4]). Again, quantum circuitsfor encoding and syndrome computation can be directly derived from certaingenerator and parity check matrices of the classical codes (see [9,15]). Anotherclass of quantum error{codes, the class of non{binary codes, parallels classicalnon{linear codes (cf. [14]).It is also possible to construct classical error{correcting codes from some quan-tum error{correcting codes (see [8]). Although the codes obtained are not ofgreat interest to be used in their original context, namely for error correction,the construction allows the translation of bounds for classical codes into boundsfor quantum error{correcting codes. Such bounds are also obtained via a quan-tum version of the famous MacWilliams identities (see [19] and [21]).In this paper, we have not addressed one of the major problems of coding theory,the question of how to determine the most likely error given the error syndrome.This is subject of ongoing research (see, e. g., [3, 15, 16]).
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